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Modern Distributed Systems for Data Proces

A Tools from industry and open source
A e A3 510l ¢
A Distributed systems for data processing
A Can operate a scale

A Typically on clusters of commoditype servers/cloud

A Many solutions target datanalyticsand data
warehousing

A Can do much more: data ingestion, streaming, machine
learning



Declarative Interfaces for Parallelism

A Youngtechnologybut already evolved
A ltis not about SQL vs. no SQL, Nrgaluce
A SQL is still strong (+ not or8QL, functional languagestc)
A Systems for data analytics depldgclarativeinterfaces
A Tell the system what you want to do
A Processing is transformed into graph (DAG) aptiimized
A Execution has to be fadlblerant and distributed



Databases on Hadoop Ecosystem

A Several solutions available
A Pick your data engines and storage formats
A Dataanalyticsand data warehouse

A 1lFTR22LJ Kk a. A3 5FGl tflFadF2N¥a:
A Cost/performance and scalability are very good
A Online systems

A Competition still open with RDBMS and newmemory DBs
A Added value: build platforms to do both online + analytics



Hadoop EcosystemThe Technology

A Hadoop clustersYARMINdHDFS

A Notable components in the ecosystem
A SparkHBaseMap Reduce
A Next generation: Kudu

A Data ingestion pipelines
A Kafka, Spark streaming



ManagedServicedor Data Engineering

A Platform

A Capacity planning and configuration

A Define, configure and support components
A Running centraservices

A Build a team with domain expertise

A Share experience

A Economy of scale



HadoopServiceat CERN IT

Setup and run the infrastructur
Provide consultancy

Support user community

Running for more than 2 years
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Overviewof AvailableComponents
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Hadoop Clusters at CERN IT

A 3 current production clusters (+ 1 for QA)

A Anew system foBE NXCAIl(accelerator logging) platform
A Comingin Q4 2017

18 nodes Experiment
Ixhadoop .
(cores —576,Mem — 1.15TB,Storage — 1.17 PB) activities
36 nodes
analytix General Purpose
(cores — 780,Mem — 2.62TB,Storage — 3.6 PB)
) 12 nodes SQL oriented
hadalytic , ,
(cores — 384,Mem — 768GB,Storage — 2.15 PB) installation
24 nodes
Accelerator
NxCALS

(cores — 1152,Mem — 12TB,Storage — 4.6 PB, SSD - 92 TB)  Logging Service




Data volume (from backup stats July2017)

Application Current Size Daily Growth
IT Monitoring 420.5TB 140 GB
IT Security 125.0 TB 2048 GB
NXCALS 10.0 TB 500 GB
ATLAS Rucio 125.0 TB ~200 GB
AWG 90.0 TB ~10 GB
CASTOR Logs 163.1 TB ~50 GB
WinCC OA 10.0 TB 25 GB
ATLAS Eventindex 250.0 TB 200 GB
USER HOME 150.0 TB 20 GB
Total 1.5PB 4 TB



Highlights and Use Cases

A Accelerator logging
A Industrial controls

A Streaming, data enrichment, analytics
A Monitoring team
A Security team
A Physics
AS5SOSEt2LIYSYld 2F . A3 51 0
A Analytics, for experiments computing



NextGen.Archiverfor Acceleratol.ogs

Pilot architecture tested by CERdcelerator Loggingervices
Critical system for runningHG 700 TB today, growing 200 TB/yea
Challenge: service level for critical production
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Industrial Controls Systems

A Development of next generation archiver
A Currently investigating possible architectures (openlab project)
A Including potential use of Apache Kudu APACHE

o | Kuay

CERN ot Future time series archiving solution |"

‘.@'hadmgp CALS 2.0 - long term storage

WinCC OA tools \ I
e (2
: QMQ Hadoop ) m— )
Archiver adﬂ@ﬂ - K i logstash

asti cccccc h kibana

3 rotobuf
NextGen l p

Archiver / l Reporting tools
c¢2mon and SpQrK
other systems Data analytics

Credits: CERN BE Controls team



Analytics platform for controls and logging

A Use distributed computing platforms for storing
analyzing controls and logging data

A Scale of the problem 100s of TBs

A Build an analytics platform S{(Z
A Technology: focus on Apache Spark pQ -

A Empower users to analyze data beyond what is
possible today

A Opens use cases for ML on controls data



New ITMonitoring

Critical for CC operations and WLCG
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A Data now 200 GB/day, 200M events/day

A At scale 500 GB/day

A Proved effective in several occasions

CLI, API




ATLAS Eventlndex

A Searchable catalog of ATLAS events
ACANRUO a. AT 5FaF & LINZ
A QOver 80 billions of records, 140TBdatfta

Hadoop st acle
r Web Service it Web Service
GUI + CLI GUI + CLI

Data Production Data Collection Data Storage and Query Interfaces
Credits: Dario Barberis, 2017



CMS Big Data Project and Openlab

g1

Proposal: CMS Data Reduction Facility

Raoorded and simulated Evertz oenraly = Demonstration facility optimized to
2 read through petabyte sized

s ~4 X year | |

2 CMS Data storage volumes
| Group ntuples | Reduction ® Produce sample of reduced data based on
2 o Facility potentially complicated user queries

EsE ~1 x week ® Time scale of hours and not weeks

5 o
| Group analysis ntuples |

B . = |f successful, this type of facility
@ could be a big shift in how effort

mactine earing and time Is used Iin physics analysis

technique
® Same infrastructure and techniques should
{} be applicable to many sciences

| plots and tables |

avery
couple of
days

Cut-N-Count Analysis
several times a day

<

Multi-Variate Analysis

several
times a
day

2= Fermilab

(51 Gutsche | Intel Big Data Project Kick-off - CMS Data Reduction Facility 7. December 2019
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A Challenges and goals:
A Use tools from industry and open source
A Current status: Physics uses Fdpiacific tools
A Scale of the probleriO0s of PE towardsexascale
A Develop interfaces and tools

A Already developed first prototype to red&RIOOTiles
iInto ApacheSpark

A HadoopXRootDconnector-> Spark can read from EO:
A Challenge: testing at scale




JupyterNotebooks

A Jupyternotebooks for data analysis

A

A
A
A

System developed at CERN-@H) based on CERN IT clouc
SWAN: Service for Wddased Analysis
ROOT and other libraries available

Integration with Hadoop and Spark service

A

A
A
A

Distributed processing for ROOT analysis

Access to EOS and HBK#age

Opens the possibility to dphysics analysis on Sparging Jupyter
notebooks as interface

An example notebook with CERMIClopendata->
https://cernbox.cern.ch/index.php/s/98RK9xIU1s9Lf08

SWAN



ApacheSpark

A Powerful engine, in particular for data science and streaming
A 1AYa (/DOBAFRAESYIAYS F2NI oA3T RI
A1l GKS OSYGSNI 2F Ylyeée a. A3 !

Spark Spark
SQL Streaming
Spark Core Engine
(Scala/ Python /Java)
Standalone Scheduler YARN

MLlib GraphX SparkR

. . e (Graph : |
(machine learning) Computation) (Ron Spark)




Engineering Efforts to Enable Effective ML

A C N2 WMiddénTechnical Debt in Machine Learning® & i S Y &
Sculleyat al. (Google), paper at NIPS 2015



