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Modern Distributed Systems for Data Processing

Å Tools from industry and open source
Å ά.ƛƎ 5ŀǘŀέ

Å Distributed systems for data processing
Å Can operate a scale

Å Typically on clusters of commodity-type servers/cloud

Å Many solutions target data analyticsand data 
warehousing

Å Can do much more: data ingestion, streaming, machine 
learning



Declarative Interfaces for Parallelism

Å Young technology but already evolved 
Å It is not about SQL vs. no SQL, Map-Reduce

Å SQL is still strong (+ not only SQL, functional languages, etc)

Å Systems for data analytics deploy declarativeinterfaces
Å Tell the system what you want to do

Å Processing is transformed into graph (DAG) and optimized

Å Execution has to be fault-tolerant and distributed



Databases on Hadoop Ecosystem

Å Several solutions available

Å Pick your data engines and  storage formats

Å Data-analyticsand data warehouse

Å IŀŘƻƻǇ κ ά.ƛƎ 5ŀǘŀ tƭŀǘŦƻǊƳǎέ ŀǊŜ ƻŦǘŜƴ ǘƘŜ ǇǊŜŦŜǊǊŜŘ ǎƻƭǳǘƛƻƴ

Å Cost/performance and scalability are very good

Å Online systems

Å Competition still open with RDBMS and new in-memory DBs

Å Added value: build platforms to do both online + analytics



Hadoop Ecosystem ςThe Technology

Å Hadoop clusters: YARNand HDFS

Å Notable components in the ecosystem

Å Spark, HBase, Map Reduce

Å Next generation: Kudu

Å Data ingestion pipelines

Å Kafka, Spark streaming



Managed Servicesfor Data Engineering

Å Platform
Å Capacity planning and configuration

Å Define, configure and support components

Å Running central services
Å Build a team with domain expertise

Å Share experience

Å Economy of scale



HadoopServiceat CERN IT

Å Setup and run the infrastructure

Å Provide consultancy

Å Support user community

Å Running for more than 2 years



Overviewof AvailableComponents

Kafka:

streaming 

and ingestion



Hadoop Clusters at CERN IT

Å 3 current production clusters (+ 1 for QA) 

Å A new system for BE NXCALs (accelerator logging) platform 
Å Coming in Q4 2017



Data volume (from backup stats July2017) 
Application Current Size Daily Growth

IT Monitoring 420.5 TB 140 GB

IT Security 125.0 TB 2048 GB

NxCALS 10.0 TB 500 GB

ATLAS Rucio 125.0 TB ~200 GB

AWG 90.0 TB ~10 GB

CASTOR Logs 163.1 TB ~50 GB

WinCC OA 10.0 TB 25 GB

ATLAS EventIndex 250.0 TB 200 GB

USER HOME 150.0 TB 20 GB

Total 1.5 PB 4 TB



Highlights and Use Cases

Å Accelerator logging
Å Industrial controls
Å Streaming, data enrichment, analytics
Å Monitoring team
Å Security team  

Å Physics
Å 5ŜǾŜƭƻǇƳŜƴǘ ƻŦ ά.ƛƎ 5ŀǘŀ ǎƻƭǳǘƛƻƴǎέ ŦƻǊ ǇƘȅǎƛŎǎ
Å Analytics, for experiments computing 



NextGen. Archiverfor AcceleratorLogs
Pilot architecture tested by CERN Accelerator LoggingServices
Critical system for running LHC - 700 TB today, growing 200 TB/year
Challenge: service level for critical production 

Credit: Jakub Wozniak, BE-CO-DS

Extraction



Industrial Controls Systems
Å Development of next generation archiver

Å Currently investigating possible architectures (openlab project)

Å Including potential use of Apache Kudu

Credits: CERN BE Controls team



Analytics platform for controls and logging

Å Use distributed computing platforms for storing 
analyzing controls and logging data
Å Scale of the problem 100s of TBs

Å Build an analytics platform
Å Technology: focus on Apache Spark 

Å Empower users to analyze data beyond what is 
possible today

Å Opens use cases for ML on controls data
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Å Data now 200 GB/day, 200M events/day 

Å At scale 500 GB/day

Å Proved effective in several occasions 

Credits: Alberto Aimar, IT-CM-MM

Critical for CC operations and WLCG 



ATLAS EventIndex

ÅSearchable catalog of ATLAS events

ÅCƛǊǎǘ ά.ƛƎ 5ŀǘŀέ ǇǊƻƧŜŎǘ ƛƴ ƻǳǊ ǎȅǎǘŜƳǎ

ÅOver 80 billions of records, 140TB of data



CMS Big Data Project and Openlab



tƘȅǎƛŎǎ !ƴŀƭȅǎƛǎ ŀƴŘ ά.ƛƎ 5ŀǘŀέ ŜŎƻǎȅǎǘŜƳ

Å Challenges and goals:
Å Use tools from industry and open source
ÅCurrent status: Physics uses HEP-specific tools
ÅScale of the problem 100s of PB ςtowards exascale
Å Develop interfaces and tools
ÅAlready developed first prototype to read ROOTfiles 

into Apache Spark
ÅHadoop-XRootDconnector -> Spark can read from EOS
Å Challenge: testing at scale



JupyterNotebooks

Å Jupyternotebooks for data analysis
Å System developed at CERN (EP-SFT) based on CERN IT cloud
Å SWAN: Service for Web-based Analysis
Å ROOT and other libraries available

Å Integration with Hadoop and Spark service
Å Distributed processing for ROOT analysis
Å Access to EOS and HDFS storage
Å Opens the possibility to do physics analysis on Spark using Jupyter 

notebooks as interface
Å An example notebook with CERN/LHCbopendata-> 

https://cernbox.cern.ch/index.php/s/98RK9xIU1s9Lf08



Apache Spark

Å Powerful engine, in particular for data science and streaming
Å !ƛƳǎ ǘƻ ōŜ ŀ άǳƴƛŦƛŜŘ ŜƴƎƛƴŜ ŦƻǊ ōƛƎ Řŀǘŀ ǇǊƻŎŜǎǎƛƴƎέ

Å !ǘ ǘƘŜ ŎŜƴǘŜǊ ƻŦ Ƴŀƴȅ ά.ƛƎ 5ŀǘŀέΣ {ǘǊŜŀƳƛƴƎ ŀƴŘ a[ ǎƻƭǳǘƛƻƴǎ



Engineering Efforts to Enable Effective ML

Å CǊƻƳ άHidden Technical Debt in Machine Learning {ȅǎǘŜƳǎέΣ 5Φ 
Sculleyat al. (Google), paper at NIPS 2015


